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Effect of RFI on the Error
Probabilities of Synchronizer Circuits
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Abstract—This paper examines the ways in which radio fre-
quency interference (RFI) affects the error probability of syn-
chronizer circuits. Two effects are predicted analytically and
demonstrated experimentally. In one case, RFI changes the ef-
fective sampling time of the synchronizer output. In the second,
RFI affects the nonlinear input–output pulsewidth transfer char-
acteristic of a logic chain causing the pulsewidth distribution
at the synchronizer input to be modified. It is shown that RFI
may increase or decrease the error probability of a synchronizer
circuit depending on circuit parameters and on the point of
injection of the RFI.

Index Terms—Electromagnetic interference, metastability, ra-
dio frequency interference, reliability, synchronizer failure.

I. INTRODUCTION

T HE reliability of a logic circuit in an electromagnetic
environment depends on how logic elements react to

interference. Earlier investigations of the effects of radio fre-
quency interference (RFI) on logic elements centered around
simple logic gates such asNAND gates [1], [2], and usually
dealt with logic failures arising from RFI-induced changes
in logic levels. Tront [3] first identified two types of upsets,
which were later called static and dynamic upsets by Laurin
[4]. Static upsets are those involving a change in the logic
level of a signal, while dynamic upsets involve a change in the
timing of a logic transition. In the case of a logic gate, upsets
are temporary; that is, the gate’s output returns to its normal
value once the interference is removed. On the other hand, RFI
coupled to a flip-flop may cause a permanent change in state.
Such effects have been examined empirically by Kenneally [5].

Flip-flops are used extensively for synchronizing asyn-
chronous logic signals, which arise when a synchronous digital
system interacts with the outside world or with another digital
system having a different timing reference. In such applica-
tions, the flip-flops are usually referred to as synchronizers.
There is always a nonzero error probability associated with a
synchronizer circuit, because of the possibility of a flip-flop
entering the metastable state [6]. Similar errors arise in arbiter
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circuits, which are used to choose between two asynchronous
requests. It has been shown that the delays associated with
metastability place an upper limit on the performance of
asynchronous circuits [7]. Various aspects of metastability and
the accompanying failures in flip-flops have been the subject
of investigation by many researchers [8]–[14]. Because of
its significant effect on the reliability of high-speed digital
systems, metastability continues to be an important topic of
research.

This paper examines two RFI-induced effects in logic gates
that may affect the failure rate of a synchronizer circuit. The
effect of interference-induced changes in propagation delay
on the error probability is investigated first. Next, a new
phenomenon is described involving the input pulses to the
synchronizer. It is shown that the pulsewidth distribution at the
input of a synchronizer may be modified by the interference
signal, and hence may lead to a change in the probability of
the synchronizer element entering the metastable state.

Although the discussion in the paper refers to synchronizer
circuits, most of the observations made are equally applicable
to arbiter circuits. The main difference is that some of the
signal configurations encountered in synchronizers may not
arise in arbiters.

The study is limited to the case of single-frequency (CW)
interference. Also, the ways in which RFI is generated or
coupled to the circuit are not discussed. To simplify the
analysis, only single-node RFI injection is considered. We
begin by giving a simple model for the synchronizer circuit
during recovery from metastability.

II. A T YPICAL SYNCHRONIZER CIRCUIT

A typical synchronizer circuit is shown in Fig. 1. The
circuit has two inputs—one for the reference clock and the
other for an asynchronous data stream. The output of the
synchronizer is sampled by a third signal, the sampling clock.
The synchronizer element is separated from the output and
the two inputs by logic gates, which represent the propagation
delays that inevitably exist in any circuit implementation.

The purpose of the synchronizer circuit is to determine the
state of the asynchronous input at a particular instant relative
to the reference clock. Let be the time at which the
active edge of the reference clock is applied to the input of
the circuit in Fig. 1. After some delay, the clock edge reaches
point and causes the synchronizer element to test the state
of point and produce a corresponding output at point,
which in turn propagates to point . The signal at point
reaches its steady-state value at timeas shown in part (b)
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(a)

(b)

Fig. 1. Timing of the operation of a synchronizer circuit.

of the figure. The active edge of the sampling clock, which
occurs at time represents the time at which the rest of the
system uses the information at point. Clearly, for the system
to operate correctly, we must have We will refer to

and as the resolving time and the
sampling time of the synchronizer circuit, respectively.

When the signal transitions at pointsand are far apart,
no metastability arises. We will call the resolving time in this
case the normal propagation delay that is, in the absence
of metastability, When the transitions at points
and are sufficiently close to each other, the synchronizer
element enters the metastable state and an additional delay
is encounted before steady state is reached. Thus, in general,

A circuit that implements the synchronizer element in Fig. 1
is shown in Fig. 2. When the signals at pointsand are
combined at point , they result in a pulse of width equal to
the time separation of the two signals. The resolving time
of the synchronizer increases indefinitely asapproaches a
critical pulsewidth value We are interested in a small range
of pulsewidth around within which the resolving time

of the synchronizer circuit exceeds the sampling time
thus leading to synchronization failure. Since

failure occurs when The right-hand side of
this inequality is the effective sampling time of the circuit
after accounting for the normal propagation delay. It has been
shown that if a synchronizer element enters the metastable
state as a result of an input pulse of width the recovery
time is such that [8]

where and are constants determined by the circuit
parameters of the synchronizer element. Therefore, the range
of pulsewidth for which is given by

where is a function of the sampling time of the form

(1)

In the lower half of this range, the
synchronizer’s output after recovery from the metastable state
reaches one of its two stable states, which we will call 0. In
the other half of the range, the synchronizer recovers to the
1 state. For a given circuit configuration, only one of these
conditions is likely to lead to errors. We will assume, without
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Fig. 2. A possible arrangement of the synchronizer block in Fig. 1.

loss of generality, that synchronization errors occur only in the
interval which we will refer to as the
critical window of the synchronizer. The corresponding width

of this window is referred to as thecritical window width
of the synchronizer.

Let be the probability density function (pdf) of the
input pulsewidth. Hence, the probability of error for each input
data transition is given by

(2)

The usual way of describing the performance of a synchronizer
circuit is in terms of the mean time between failures (MTBF),
which is inversely proportional to the probability of error. For
asynchronous data, the timing separation between the reference
clock and the input data can have any value between 0 and
the clock period, and all values are equally probable; that is,

for

otherwise
(3)

where is the clock frequency. Therefore, for data
transitions per second, we obtain [10]

(4)

Note that the mathematical model leading to (1)–(4) was
derived with reference to the synchronizer circuit in Fig. 2.
However, this model is applicable to any synchronizer circuit
that has the general structure shown in Fig. 1.

In the remainder of this paper, we examine the effect of
RFI injected at nodes , , or in Fig. 1. According to
(2), RFI will change the probability of error if it affects the
critical window width or if it changes the distribution of
the input pulsewidth described by In Section III, we
examine the effect of interference on the sampling time,
which determines according to (1). The effect on input
pulsewidth distribution is discussed in Section IV.

III. EFFECT OF RFI-INDUCED DELAY

When RFI is injected at a node, it changes the propagation
delay through the logic gates connected to that node [4], [15].
An interference signal applied to node will change the
timing of individual data events. However, it will not affect
the statistical distribution of the timing separation between
data and clock transitions, and hence it should not affect
the failure rate of the synchronizer. On the other hand, the
change in propagation delay caused by interference injected

at node or node will change the effective sampling
time of the synchronizer. Let be the RFI-induced delay,
which should be added to the normal propagation delayof
the synchronizer. The effective sampling time of the circuit
becomes and failure will occur when

Equation (1) now becomes

where is the critical window width in the presence of
the interference signal.

It has been shown in [4] and [15] that low-level RFI
introduces a change in delay that varies linearly with the
interference level, that is,

where is a constant, and is the instantaneous interference
voltage level at the time the transition occurs. Thus,

(5)

where is the critical window width with no induced delay,
and Since can either be positive or negative,
can have a positive or a negative value, leading to either an
increase or a decrease in respectively.

Equation (5) shows that the width of the critical window
is a function of the induced interference voltage which is
a function of time. The average critical window width in the
presence of interference can now be obtained by computing
the expected value of as follows:

(6)

where is the probability density function of and the
integration is carried over all possible values of In the case
of a sine wave with a peak voltage is given by

Substituting from (5) into (6) we obtain

(7)

The equation above allows a quantitative prediction of the RFI
effect [16]. Also, the integral on the right-hand side can be
shown to be greater than one, which means that RFI-induced
delay will lead to an increase in the average critical window
width. This observation has been confirmed experimentally,
as described below.

A. Experimental Results

A CMOS edge-triggered D flip-flop (74C74) was used to
build the synchronizer circuit shown in Fig. 3. The experi-
mental setup, which is described in the Appendix, enabled the
timing separation between the input data transition and the
rising edge of the clock to be adjusted and the resolving time
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Fig. 3. A D-flip-flop synchronizer circuit and the associated resolving time.

Fig. 4. Effect of RFI injected at nodeQ of the synchronizer circuit of Fig. 3 on the average critical window width of the circuit.

of the synchronizer circuit to be measured. The resolving
time was measured between the 2.5 V crossings, as shown in
Fig. 3. For a given value of the sampling time a probability
curve for was obtained as described in the appendix,
and the average width of the critical window was derived
by determining the area under the probability curve. The
experiment was repeated for different values of and the
results are shown in Fig. 4.

The dotted line in Fig. 4 gives the average value of for
negative data transitions as a function of the sampling time
in the absence of interference. The relationship is very close to
being linear on a semilogarithmic scale, as predicted by (1).
The solid curves were obtained with a 2-MHz interference
signal injected at the output of the flip-flop. They give

the average critical window width associated with
negative data transitions at for different interference signal
levels. Clearly, the critical window width increases with the
interference level. Similar results were obtained for positive
transitions as well as when the interference signal was injected
at the clock input of the flip-flop. However, RFI injected at
input had little effect on the critical window width.

These results are in agreement with the analysis given
at the beginning of this section in conjunction with the
circuit of Fig. 2. The input of the flip-flop in Fig. 3 is
equivalent to node in Fig. 2. Interference injected at this
node changes the timing of individual events, but not their
statistical distribution. Hence, it has no effect on the critical
window width. On the other hand, the clock input and the
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Fig. 5. Effect of voltage offset on pulsewidth.

Fig. 6. Input–output pulsewidth relationship for a chain of logic gates.

output in Fig. 3 are equivalent to nodesand , respectively,
in Fig. 2. Interference injected at either of these nodes affects
the sampling time, and hence the width of the critical window.

IV. EFFECT OFCHANGE IN PULSEWIDTH DISTRIBUTION

The RFI-induced change in propagation delay is not the
same for the rising and falling edges of a logic signal. As a
result, a logic signal in the form of a pulse may experience
a change in pulsewidth in the presence of RFI. This effect is
illustrated in Fig. 5, which gives the output pulsewidth as a
function of the input pulsewidth as measured experimentally
for the chain of four CMOS inverters shown in the inset.
The “no offset” curve gives the results in the absence of
interference. The lower and upper curves correspond to the
cases where the instantaneous value of the interference signal
causes the pulse to be shifted by0.5 V and 0.5 V,
respectively, at the input of the last inverter.

Each of the three curves consists of two regions—a linear
region and a nonlinear region. The linear region occurs at wide

input pulsewidths, and has a slope of one. In this region, any
change in pulsewidth at the input results in an equal change
in pulsewidth at the output. In the nonlinear region, where the
slope is larger than one, a small change in input pulsewidth
results in a larger change at the output. We will call this the
“small signal” pulsewidth expansion effect, in analogy with
the small signal voltage gain of a voltage amplifier. To avoid
cumbersome terminology, the modifier “small signal” will be
dropped in subsequent discussion. It should be regarded as
implied wherever the term pulsewidth expansion is used.

Fig. 5 shows that an offset caused by interference changes
the slope and width of the nonlinear region, hence the as-
sociated amount of pulsewidth expansion. Furthermore, the
effect is not symmetrical for positive and negative offsets.
Since the range of pulsewidths that leads to metastability in
synchronizer operation normally lies in the nonlinear region,
RFI injected at the input of a synchronizer can change the
pulsewidth distribution and, as a result, the effective width of
the critical window. We will show that this is in fact the case.

Consider again the synchronizer circuit in Fig. 2. The pulses
produced by combining the two input signals are fed to the
latch through a chain of logic gates. Let be the critical
window width at the input of the latch. The corresponding
range of pulsewidth at the input to the logic chain is
which may be smaller than because of pulsewidth expan-
sion as pulses travel through the gates. Furthermore, a voltage
offset caused by RFI injected near the input of the latch
may change the amount of pulsewidth expansion, hence the
value of as illustrated in Fig. 6. For input pulses whose
width is in the nonlinear region of the transfer characteristic,

for
Consider now the case of a low-frequency CW interference

signal, where positive and negative offsets occur with equal
probability. The period of the CW signal is assumed to
be sufficiently larger than the critical window width that
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Fig. 7. Relation between the critical window widths at the input (horizontal axis) and output (vertical axis) of the inverter chain of Fig. 5 for various
interference voltage levels. The average window width with symmetrical offsets is smaller than that with no offset.

interference around the critical window can be represented
by a dc offset voltage. Fig. 7 shows the values of for

V. It can be easily seen from this figure that
the average of the two values and
is smaller than or equal to Thus, for any interference
waveform that is symmetrical around zero, the expected value
of satisfies the relation

The reduction in the effective window width at the pulse source
means that interference will reduce the failure rate of the
synchronizer.

The effect of interference can also be understood by exam-
ing the probability density function (pdf) of the pulsewidth at
different points in the circuit. The pulsewidth at the source
is uniform, as given by (3), and is illustrated in Fig. 8(a).
The pdf of the pulsewidth at the latch input can be derived
from the distribution in Fig. 8(a) and transfer characteristics
similar to those in Fig. 5, for all possible values of offset.
After averaging, we obtain the pdf curves in Fig. 8(b). The
probability of error is given by (2), and is equal to the area
under the pdf curve within the critical window Fig. 8
shows that this area is reduced in the presence of interference.

The effect of high-frequency interference has not been
included in the work reported in this paper. It should be pointed
out that Laurin’s results [4] show that high-frequency signals
have little effect on signal timing, because the input stage of
a chip acts as a low-pass filter.

A. Experimental Results

In order to evaluate the effect of RFI-induced pulsewidth
expansion on the probability of error of a synchronizer, the
circuit shown in Fig. 9 was built and tested. Pulses are fed to
the input of a latch from a pulse source through an inverter

(a)

(b)

Fig. 8. Effects of pulsewidth expansion on the pdf of the pulsewidth.

chain, and the output of the latch is sampled by a sampling
circuit as before. A narrow pulse that reaches nodewill
cause a sampling error if its width is within the critical
window, that is, if

The interference signal is fed at point in the middle
of the chain, representing the case of a synchronizer in
which RFI affects the input pulses directly, causing pulsewidth
modulation. The discussion above suggests that this may lead
to a reduction in the error rate of the synchronizer.

The effect of pulsewidth modulation on the error rate cannot
be measured in isolation, because an RFI signal injected at
point will also cause a change in the effective sampling
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Fig. 9. A latch circuit fed from a pulse source through an inverter chain.

Fig. 10. Experimental results showing the effect of an RFI signal of 1.5 Vp-p at 2 MHz.

time as explained in Section III. To evaluate the effect of
pulsewidth modulation, two sets of experimental results were
obtained, which are given in Fig. 10. First, RFI was injected
at point . Since no narrow pulses exist at this point, only the
effect of RFI on the sampling time is present, and, as in the
case of Fig. 4, RFI causes an increase in the average width of
the critical window. The experiment was then repeated with
RFI injected at point , where it will affect both the sampling
time and the pulsewidth. As is clearly seen in the figure, the
combined effect leads to a reduction in the average width of
the critical window, showing that at least in this particular case
the RFI-induced pulsewidth expansion effect is dominant.

The amount of RFI-induced pulsewidth expansion changes
with the length of the inverter chain and the location of RFI
injection [16]. When RFI was injected at point instead of
point in Fig. 9, the critical window width was almost the
same as for no RFI. This means that the contributions from
induced pulsewidth expansion and induced delay were almost
equal and opposite, and more or less cancelled one another.

V. CONCLUSIONS

It has been shown both by analysis and by measurement
that RFI in a synchronizer circuit can affect the synchro-
nization error probability in two ways. When RFI is injected

between the reference clock and the circuit that samples the
synchronizer’s output, the resulting changes in propagation
delay affect the time available for recovery from the metastable
state. For CW interference, this effect leads to an increase in
the error probability. When the interference signal is injected
near the synchronizer’s input, it may also cause a change in
the probability distribution of the narrow pulses that cause the
synchronizer to enter the metastable state. On average, this
effect leads to a reduction in the effective width of the critical
window, and thus reduces the probability of error.

The above results show that electromagnetic interference
can have a significant effect on the behavior of synchronizer
circuits. These effects should be taken into account in the
design of synchronizer circuits to minimize the induced delay,
and in their physical layout to control RFI coupling.

APPENDIX

AVERAGE CRITICAL WINDOW WIDTH MEASUREMENTS

The experimental setup for measuring the average critical
window widths described in Section III is shown in Fig. 11.
The same setup with the appropriate circuit-under-test was
also used in Section IV. All the instruments are connected via
the GPIB interface bus, and measurements are controlled by
software in the host computer.
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Fig. 11. Test setup for determining the synchronizer circuit resolving time and the associated critical window width.

Fig. 12. Critical window distribution for a sampling time of 320 ns for the synchronizer circuit-under-test shown in Fig. 11.
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Fig. 13. The critical window width versus the sampling time characteristic of the synchronizer circuit-under-test shown in Fig. 11.

Measurement procedures were as follows. A CW interfer-
ence source of a certain amplitude and frequency was injected
at the circuit node of interest, and two synchronized pulse
trains with adjustable time separation were applied to the
data and the clock inputs of the circuit. The pulses were
uncorrelated with the interfering signal. Depending on the
timing of the data with respect to the clock signal, a logic
transition may or may not occur at the output after the active
clock edge. Whenever a transition occurred, the resolving time
of the output data relative to the active (rising) edge of the
reference clock was measured by the Interval Timer.

Rough measurements were taken beforehand to determine
the approximate range of time separations between the data
and clock signals that gave rise to a large resolving time. Then,
the range was divided into 50 or more time separations which
were arranged in a pseudorandom sequence. A pseudorandom
sequence was used to reduce the effect of drift in the circuit
under test, and the measurements were repeated 1000 times
to obtain the failure probability distribution. For each time
separation, the resolving times were compared to a given
sampling time value to determine the percentage of readings
that exceeded This procedure was repeated for other time
separations, and a probability curve similar to that shown in
Fig. 12 was obtained. There are two curves in the figure, the
solid curve corresponds to a 2-MHz, 1.7-Vp-p interference
signal, and a sampling time of 320 ns. The dashed curve
corresponds to no interference. Different probability curves
were obtained for different sampling times.

The error probability of a synchronizer circuit is propor-
tional to the area under the probability curve. This area
has a unit of time, and is equal to the average critical
window width of the synchronizer circuit for a particular
sampling time. Hence, a plot of the average critical window
width versus the sampling time can be obtained as shown in
Fig. 13.
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